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RESUMO

Objetivo: analisar a responsabilidade civil dos provedores de internet pelos conteldos gerados por
terceiros, com énfase nos desafios da moderacao de conteldo e na protecao autoral de criacoes
produzidas por inteligéncia artificial. Método: adotou-se o método bibliografico e comparativo,
com analise de legislacbes, doutrina e jurisprudéncia nacionais e internacionais, visando
compreender as implicacbes juridicas e sociais decorrentes da atuacao das plataformas digitais,
especialmente diante da colisao entre a liberdade de expressao e os direitos da personalidade.
Resultados: constatou-se a inexisténcia de um modelo regulatério ideal para a responsabilizacao
dos provedores de internet, observando-se que o modelo brasileiro assume carater intermediario
entre a ampla imunidade conferida pelo ordenamento norte-americano e o maior rigor regulatoério
adotado pelo modelo europeu. Consideragbes finais: conclui-se que ha necessidade de
aperfeicoamento da legislacao e da jurisprudéncia brasileiras, de modo a assegurar o equilibrio
entre inovacao tecnologica, seguranca juridica e a efetiva protecao dos direitos fundamentais no
ambiente digital.

DESCRITORES: Responsabilidade civil; Provedores de internet; Conteldo gerado por terceiros;
Inteligéncia artificial; Moderacao de conteldo.

ABSTRACT

Objective: to analyze the civil liability of internet service providers for content generated by third
parties, with emphasis on the challenges of content moderation and copyright protection of
creations produced by artificial intelligence. Method: a bibliographic and comparative method
was adopted, with analysis of national and international legislation, doctrine, and case law, aiming
to understand the legal and social implications arising from the activities of digital platforms,
especially in the context of the collision between freedom of expression and personality rights.
Results: it was found that there is no ideal regulatory model for holding internet service providers
liable, with the Brazilian model assuming an intermediate position between the broad immunity
established in the United States and the stricter regulatory approach adopted in Europe. Final
considerations: it is concluded that there is a need to improve Brazilian legislation and
jurisprudence in order to ensure a balance between technological innovation, legal certainty, and
the effective protection of fundamental rights in the digital environment.

DESCRIPTORS: Civil liability; Internet service providers; Content generated by third parties;
Artificial intelligence; Content moderation.
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RESUMEN

Objetivo: analizar la responsabilidad civil de los proveedores de servicios de internet por los
contenidos generados por terceros, con énfasis en los desafios de la moderacion de contenidos y
en la proteccion autoral de las creaciones producidas por inteligencia artificial. Método: se adopto
el método bibliografico y comparativo, con analisis de legislaciones, doctrina y jurisprudencia
nacionales e internacionales, con el fin de comprender las implicaciones juridicas y sociales
derivadas de la actuacion de las plataformas digitales, especialmente frente a la colision entre la
libertad de expresion y los derechos de la personalidad. Resultados: se constaté que no existe un
modelo regulatorio ideal para la responsabilizacion de los proveedores de internet, observandose
que el modelo brasilefio asume una posicion intermedia entre la amplia inmunidad del sistema
norteamericano y el mayor rigor regulatorio adoptado por el modelo europeo. Consideraciones
finales: se concluye que existe la necesidad de perfeccionar la legislacion y la jurisprudencia
brasilefas, con el fin de garantizar el equilibrio entre la innovacion tecnologica, la seguridad
juridica y la proteccion efectiva de los derechos fundamentales en el entorno digital.
DESCRIPTORES: Responsabilidad civil; Proveedores de servicios de internet; Contenido generado
por terceros; Inteligencia artificial; Moderacion de contenido.

INTRODUCAO

0 avanco da internet e das tecnologias de inteligéncia artificial (IA) transformou a criacao
e o compartilhamento de conteldos, trazendo desafios juridicos relevantes. Entre eles, destacam-
se a responsabilidade civil dos provedores por contetidos gerados por terceiros e o tratamento das
obras produzidas autonomamente por IA. A pesquisa busca identificar até que ponto os provedores
podem ser responsabilizados por danos decorrentes de publicacoes de usuarios e como o
ordenamento juridico deve lidar com criacoes automatizadas, especialmente quanto aos direitos
autorais. Também se analisa se a legislacao atual oferece instrumentos adequados e como Brasil,
Uniao Europeia e Estados Unidos regulam essas questoes.

Em 2023, 92,5% dos domicilios brasileiros tinham acesso a internet (IBGE, 2024),
reforcando a centralidade das plataformas digitais. Com a expansao da IA, torna-se essencial
delimitar a titularidade dos direitos autorais e a responsabilidade dos provedores quando
conteldos automatizados podem violar direitos de terceiros. Esses temas afetam diretamente a
liberdade de expressao, o direito a informacao e a seguranca juridica de usuarios e titulares de
direitos.

A pesquisa examina a responsabilidade dos provedores com base no Marco Civil da
Internet, os impactos da moderacao de conteldo sobre a liberdade de expressao e os desafios
autorais envolvendo IA, além de comparar modelos regulatorios estrangeiros. A metodologia inclui
pesquisa bibliografica, analise documental e estudo de jurisprudéncias nacionais e internacionais.

Os resultados indicam que nenhum modelo é plenamente eficaz: o brasileiro depende de

ordem judicial; o europeu prioriza vitimas, mas pode restringir acesso a informacao; e o norte-
americano favorece inovacao, porém oferece menor contencao de danos. Diante disso, €

necessario aperfeicoar a legislacao para acompanhar a evolucao digital. Em sintese, pretende-
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se situar o leitor e estimular a reflexao sobre quem responde pelos contetdos online, como

equilibrar direitos fundamentais e se, diante da IA, ainda faz sentido falar em autoria.

A NATUREZA JURIDICA DOS PROVEDORES DE INTERNET E O MARCO TEORICO E NORMATIVO

Em 2023, a internet alcancou 92,5% dos domicilios brasileiros, cerca de 72,5 milhdes de
lares (IBGE, 2024). Nesse cenario, consolidou-se como espaco aberto e descentralizado,
permitindo a livre criacdo e compartilhamento de conteldos, conforme apontam De Gregorio
(2023) e a doutrina brasileira ao tratar da atuacao dos intermediarios digitais (DONEDA; ROSSINI,
2015).

Com o crescimento acelerado das plataformas, surgiram novas formas de intermediacao
e a necessidade de definir limites juridicos, sobretudo quanto a responsabilidade civil dos
provedores por conteudos de terceiros (QUEIROZ DA SILVA et al., 2020). O debate atual busca
equilibrar liberdade de expressao, acesso a informacao e protecao dos direitos fundamentais
afetados pelas publicacdes online.

O chamado “conteudo gerado por terceiros” abrange materiais publicados por usuarios
nas plataformas digitais, como postagens e comentarios (SOUZA; TEFFE, 2017). Ja a
responsabilidade civil, no ambiente digital, refere-se ao dever de reparar danos decorrentes de
conteldos prejudiciais nao removidos quando solicitado (BRASIL, CC/2002).
No Brasil, o Marco Civil da Internet (Lei n°® 12.965/2014) estabelece, em seu artigo 19, que os
provedores s6 podem ser responsabilizados ap6s descumprirem ordem judicial especifica,
afastando a responsabilidade automatica. A norma também impde deveres de seguranca e
protecao de dados, reforcados pela Lei Geral de Protecao de Dados Pessoais (LGPD) (Lei n°
13.709/2018).

Historicamente, a auséncia de legislacdao especifica levou a analises baseadas no dano,
culpa e nexo causal (SCHREIBER, 2020). Com a expansao da internet, novos desafios surgiram, e o
ordenamento passou a adotar normas proprias, como o Marco Civil e a LGPD, que permanecem
essenciais para equilibrar liberdade, seguranca juridica e protecao de direitos no ambiente digital.
Nesse contexto, o debate atual resultou na criacao do Marco Civil da Internet, a principal norma
que regula a atuacao dos provedores e estabelece os limites da responsabilidade civil, além de
equilibrar os direitos e deveres dos provedores, usuarios e eventuais vitimas de danos. Ao analisar
essa legislacao, observa-se, por exemplo, o artigo 18, que dispoe: “o provedor de conexao a
internet nao sera responsabilizado civilmente por danos decorrentes de conteldo gerado por
terceiros”, o que confirma que inexiste a responsabilizacdo automatica dos provedores pelas
publicacoes de seus usuarios. Complementarmente, o artigo 19 determina que os provedores s6
poderao ser responsabilizados civilmente se, apos o recebimento de ordem judicial especifica, nao

adotarem as providéncias cabiveis para excluir o contetdo considerado ilicito.
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Esses dispositivos refletem a adocao de um modelo baseado no sistema conhecido como “notice

and takedown judicial”, segundo o qual é indispensavel provocar o Poder Judiciario, a fim de
forcar a atuacao dos provedores e, consequentemente, viabilizar sua eventual responsabilizacao
pelo descumprimento da decisao judicial, descrito por Doneda e Rossini (2015), e posteriormente
confirmado pelo STF no julgamento do Tema 987, que reconhece a constitucionalidade do artigo
19 do Marco Civil. (BRASIL, MCI/2014; DONEDA; ROSSINI, 2015).

No ambito jurisprudencial, o STF reconheceu a constitucionalidade do modelo previsto no
Marco Civil da Internet, ao afirmar que a exigéncia de ordem judicial prévia para responsabilizar
provedores equilibra a protecao dos direitos fundamentais e a liberdade de expressao (STF, 2020).
No julgamento do RE n° 1.037.396 (Tema 987), relatado pelo ministro Dias Toffoli, a Corte concluiu
que tal exigéncia nao viola a Constituicao, mas garante uma ponderacao proporcional entre os
direitos envolvidos. Paralelamente, o Codigo Civil, em seu artigo 927, impoe o dever de reparar
danos sempre que estes ocorrerem, enquanto a Constituicao assegura a liberdade de expressao
(art. 5°, IX) e a protecdo a honra e a imagem (art. 5°, X). Assim, o estudo da responsabilidade civil
por conteldos de terceiros torna-se essencial, pois demanda ponderacdo entre direitos
fundamentais e adequada regulamentacao do ambiente digital (DONEDA; ROSSINI, 2015; QUEIROZ
DA SILVA et al., 2020).
O IMPACTO DA MODERACAO DE CONTEUDO NA LIBERDADE DE EXPRESSAO E NO DIREITO DE
INFORMACAO

No ambito digital, a moderacdo de conteludo corresponde as medidas adotadas pelos
provedores para limitar, restringir ou remover publicacdes feitas pelos usuarios (CONSELHO
DIGITAL, 2024). Com a expansao das plataformas, intensificou-se o debate sobre liberdade de
expressao e protecao de direitos fundamentais, previstos no art. 5° da Constituicao Federal
(BRASIL, CF/1988). Entre esses direitos, destaca-se a liberdade de expressao, que garante a livre
manifestacdo do pensamento e veda a censura prévia, reforcada pelo art. 220 da propria
Constituicao, sendo: “a manifestacao do pensamento, a criacao, a expressao e a informacao, sob
qualquer forma, processo ou veiculo, ndao sofrerdao qualquer restricao” (BRASIL, CF/1988).
Todavia, a doutrina reconhece que a liberdade de expressao nao possui carater absoluto. Para
John Locke em sua obra “Segundo Tratado sobre o Governo Civil”: “a liberdade de expressao nao
€ um direito absoluto que permite a qualquer pessoa dizer ou fazer o que quiser, mas sim um
direito que deve ser exercido dentro de limites que protejam a sociedade e os direitos dos
outros” (LOCKE, 2023). Assim, no mesmo dispositivo constitucional, coexistem direitos como
honra, intimidade e vida privada, os quais asseguram a possibilidade de indenizacao por danos
morais ou materiais em caso de violacao (BRASIL, CF/1988; CC/2002).
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Nesse cenario, a moderacao de conteudo surge com funcao ambivalente: prevenir danos e,

ao mesmo tempo, nao restringir indevidamente a liberdade de expressao. O Marco Civil da Internet
buscou esse equilibrio ao estabelecer, em seu art. 3°, principios de liberdade de expressao e
protecao a privacidade, e, no art. 19, ao definir que a remocao de conteldos depende de ordem
judicial especifica (BRASIL, MCI/2014). Sendo eles:
“Art. 3° A disciplina do uso da internet no Brasil tem os
seguintes principios:
| - garantia da liberdade de expressao, comunicacao e
manifestacao de pensamento, nos termos da Constituicao
Federal;
Il - protecao da privacidade;
Il - protecao dos dados pessoais, na forma da lei;
IV - preservacao e garantia da neutralidade de rede;
V - preservacao da estabilidade, seguranca e funcionalidade
da rede, por meio de medidas técnicas compativeis com os
padroes internacionais e pelo estimulo ao uso de boas
praticas;
VI - responsabilizacao dos agentes de acordo com suas
atividades, nos termos da lei;
VII - preservacao da natureza participativa da rede;
VIl - liberdade dos modelos de negocios promovidos na
internet, desde que nao conflitem com os demais principios

estabelecidos nesta Lei”.

“Art. 19. Com o intuito de assegurar a liberdade de expressao
e impedir a censura, o provedor de aplicacoes de internet
somente podera ser responsabilizado civilmente por danos
decorrentes de conteldo gerado por terceiros se, apds ordem
judicial especifica, nao tomar as providéncias para, no ambito
e nos limites técnicos do seu servico e dentro do prazo
assinalado, tornar indisponivel o conteldo apontado como
infringente, ressalvadas as disposicdes legais em contrario”.

A analise jurisprudencial nacional e internacional revela precedentes relevantes sobre

moderacao de conteldo. No Brasil, destaca-se o RE n° 1.037.396 (Tema 987), no qual o STF
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reconheceu a constitucionalidade do art. 19 do Marco Civil da Internet, consolidando-o como

garantia para proteger usuarios e evitar censura indevida (STF, RE 1.037.396).

No cenario internacional, o Tribunal Europeu de Direitos Humanos possui decisoes
marcantes. Em Delfi AS v. Estonia (2015), o TEDH admitiu a responsabilidade civil de provedores
por comentarios ilicitos de terceiros quando ndao adotam medidas eficazes para prevenir ou
remover conteldos como discurso de o6dio ou incitacdo a violéncia (GLOBAL FREEDOM OF
EXPRESSION, 2015). Ja em M.L. and W.W. v. Germany (2021), o Tribunal ponderou entre direito
ao esquecimento e liberdade de expressao, entendendo que informacoes verdadeiras podem ter
sua divulgacao limitada para resguardar privacidade e reputacao (GLOBAL FREEDOM OF
EXPRESSION, 2018). Esses precedentes reforcam que a liberdade de expressao, embora
assegurada, é relativa diante de outros direitos fundamentais, aplicando-se a proporcionalidade
na analise de cada caso (EUROPEAN UNION, 2019; DE GREGORIO, 2023). Nesse contexto, a
moderacao de contelido mostra-se essencial para proteger direitos fundamentais e a integridade
das interacoes digitais (BRASIL, CF/1988). Contudo, conforme BALKIN (2018), deve ser examinada
com rigor para evitar censura arbitraria. Ao estabelecer critérios claros e compativeis com a
Constituicao, o Marco Civil da Internet desempenha papel crucial no equilibrio entre liberdade de
expressao, responsabilidade dos provedores e protecao dos usuarios. Assim, exige-se postura
critica e cuidadosa para resguardar direitos na evolucao tecnoldgica e na expansao das plataformas
digitais (DE GREGORIO, 2023; CONSELHO DIGITAL, 2024).

A RESPONSABILIDADE CIVIL POR VIOLACAO DE DIREITOS AUTORAIS EM CONTEUDOS GERADOS
POR INTELIGENCIA ARTIFICIAL

0 avanco das tecnologias de inteligéncia artificial ampliou substancialmente a producao
automatizada de textos, imagens e outros contetdos, fendbmeno que tem provocado intensos
debates juridicos sobre autoria e titularidade, como analisam BARBOSA (2023), BETTIO (2022) e
MURRAY (2024). No modelo tradicional e conforme sustenta a doutrina, apenas obras criadas por
seres humanos podem ser protegidas por direitos autorais. Nesse sentido, BARBOSA (2023) explica
que “a autoria € um conceito indissociavel da personalidade humana, nao sendo possivel
reconhecer como autor uma entidade nao humana, como uma inteligéncia artificial”. Assim,
conforme exposto, se uma plataforma de inteligéncia artificial cria uma obra, nao se reconhece
direito autoral sobre ela, a menos que essa obra tenha vestigios da manifestacdo humana
(BARBOSA, 2023). Diante disso, o Comité Permanente de Direito Autoral e Direitos Conexos da
OMPI (Organizacao Mundial da Propriedade Intelectual) reconhece e adota o entendimento
predominante na doutrina, aplicando a protecao das obras a autoria humana. Ou seja, embora
algumas criacOes parecam originais, BETTIO (2022), explica que é indispensavel que tenham sido

produzidas por uma pessoa para que possam ser juridicamente protegidas.
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Atualmente, as criacoes automaticas por IA trazem questionamentos sobre quem seria o

titular dos direitos autorais, visto que nao existe uma figura humana diretamente associada a

autoria dessas obras. Esse titular poderia ser o programador, o préprio usuario que utilizou o

sistema para gerar a obra ou, ainda, a empresa que opera a IA. Conforme MURRAY (2022):
“Os sistemas de inteligéncia artificial generativa
constituem ferramentas — ainda que altamente
complexas e tecnologicamente avancadas, nao deixam
de ser ferramentas. Tais instrumentos requerem a
presenca de um autor ou artista humano — o usuario
final do sistema —, responsavel por fornecer a
inspiracao, o projeto e, em muitos casos, as instrucoes

e diretrizes para a producao da obra.”

Ou seja, quando ha um uso criativo da ferramenta por uma figura humana, pode haver
protecao autoral. Contudo, quando a IA atua de forma auténoma, sem participacdo humana
criativa, nao se pode aplicar esse entendimento, o que abre espaco para a criacao de alternativas
que regulam tal situacao (MURRAY, 2022). Além disso, as |As sao desenvolvidas e alimentadas com
diversos dados para aprenderem a gerar conteldos e, muitos desses dados, sao obras protegidas
por direitos autorais, o que permite que a IA utilize esses contelidos sem uma autorizacao clara
dos autores reais dessas obras. O questionamento imposto € se o uso dessas obras protegidas para
treinar a IA configura ou ndo violacao de direitos autorais. (BARBOSA, 2023). Essa pratica é
chamada de data mining ou text and data mining (TDM), que corresponde justamente a extracao
e analise de grandes volumes de informacdes para treinar os algoritmos (FALCAO, 2024). Na Uniao
Europeia, foi criada a Diretiva 2019/790, também chamada de Diretiva do Mercado Unico Digital,
que permite o uso desses dados sem necessidade de autorizacao, desde que seja para fins de
pesquisa. Contudo, para uso comercial, a pratica é vedada. Dessa forma, a legislacdo em questao
nao estabelece com clareza até que ponto se permite essa atividade (EUROPEAN UNION, 2019).

Um caso recente sobre essa questao foi o processo contra a empresa Stability IA, criadora
do modelo Stable Diffusion, que gera imagens com base em aprendizado de maquina. No caso, os
artistas alegaram o uso de varias imagens protegidas por direitos autorais para treinar o modelo,
sem autorizacao expressa e sem o pagamento de indenizacdes previstas em lei (REUTERS, 2023;
UBC, 2025). Assim, percebe-se que essa questao é complexa e pode gerar diversos processos e
polémicas juridicas. Conforme diz BETTIO (2022):

“O que se observa é um descompasso entre o avanco das
tecnologias e as legislacoes responsaveis pela regulacao de tal

direito. A estrutura legal ainda nao esta pronta e a tecnologia
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ndo esta avancada o suficiente para conceder a autoria de

uma obra de arte a uma pessoa virtual. Nesse contexto,
torna-se urgente encontrar um ponto de equilibrio que
permita a inteligéncia artificial progredir sem anular o papel
do criador humano e a protecao dos seus direitos.”

Nesse cenario, impde-se a necessidade de estabelecer um equilibrio capaz de viabilizar o
avanco da inteligéncia artificial sem desconsiderar a figura do autor humano nem comprometer a
tutela de seus direitos (BETTIO, 2022; DE GREGORIO, 2023).

No mesmo sentido, surge um questionamento se provedores de Inteligéncia Artificial, ou
seja, as empresas que criam os modelos, devem ser considerados apenas intermediarios ou podem
ser também responsaveis, ou até coautores, quando a IA gera conteldos que violam direitos.
Conforme explicado pela doutrina, “Os provedores de aplicacdes de internet [...] sdo, em esséncia,
intermediarios técnicos: nao criam, nao editam e nao assumem conteldo por iniciativa propria. A
responsabilidade civil s6 podera ser atribuida se houver alguma forma de conivéncia ou omissao
depois que tomem ciéncia, via ordem judicial, de que determinado material viola direito alheio”
(DONEDA; ROSSINI, 2015, p. 112).

Assim, os provedores de internet, em regra, nao respondem automaticamente por
conteldos gerados por terceiros, sendo responsabilizados apenas quando atuam de forma ativa e
consciente ou quando, apds notificados, deixam de remover o material ilicito (SOUZA; TEFFE,
2017; STJ, 2017). Essa logica também se aplica aos provedores de inteligéncia artificial: se apenas
oferecem a ferramenta sem controlar seu uso, sao considerados intermediarios técnicos; porém,
quando incentivam ou participam conscientemente de determinadas utilizacées, podem ser
corresponsaveis ou até coautores, exigindo analise caso a caso (DONEDA; ROSSINI, 2015; QUEIROZ
DA SILVA et al., 2020).

A Lei de Direitos Autorais (LDA) de 1998 nao prevé autoria por entes nao humanos,
estabelecendo, em seu art. 11, que apenas pessoas fisicas podem criar obras protegidas, o que
impede o reconhecimento de autoria a producdes exclusivamente feitas por IA (BRASIL, LDA,
1998). A legislacao também nao regula o uso de obras protegidas como insumo por sistemas de IA,
nem define a responsabilidade dos intermediarios tecnologicos (CONJUR, 2015).

No contexto internacional, ha um movimento crescente de atualizacdo das leis,
justamente para enfrentar os desafios impostos pelos avancos tecnologicos (O GLOBO, 2025). Entre
os temas discutidos, se destaca a possibilidade de criar novos direitos especificos ou regimes legais
especiais para as obras geradas por IA, assuntos esses, amplamente debatidos pela Organizacao

Mundial da Propriedade Intelectual (OMPI) e pela Uniao Europeia.
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Atualmente, nos Estados Unidos, a discussao sobre a protecao de obras criadas por IA

ganhou destaque com o caso do registro negado pelo US Copyright Office (USCO). A artista Kris
Kashtanova criou uma obra grafica com o auxilio da IA MidJourney e tentou registra-la como
protegida por direitos autorais. O US Copyright Office (USCO), entretanto, negou o registro,
justificando que apenas obras de autoria humana podem ser protegidas, ou seja, criacoes
produzidas exclusivamente por sistemas de inteligéncia artificial ndo podem ser registradas. O
caso de Kristina ‘Kris’ Kashtanova e do MidJourney tornou-se paradigmatico quando o USCO
cancelou o registro das imagens geradas pela IA reiterando que ‘works of authorship’, ou seja, as
“obras de autoria” sao limitadas a criacdes humanas (REUTERS, 2023; O GLOBO, 2025). Dessa
forma, nos Estados Unidos, o principio da autonomia humana é essencial, permanecendo como
base central do sistema americano, sendo improvavel que esse posicionamento se altere para
reconhecer direitos autorais a obras criadas exclusivamente por inteligéncia artificial (CORNELL
LAW SCHOOL, 2025). Conclui-se que, embora as inovacdes tecnologicas e as plataformas
automatizadas tragam avancos evidentes, a legislacao nao evolui na mesma velocidade, o que
gera pressao por atualizacdes normativas capazes de enfrentar os novos desafios tecnoldgicos.
Assim, é essencial que o ordenamento juridico acompanhe esses avancos, preservando os
principios que protegem os direitos dos autores (DE GREGORIO, 2023; BARBOSA, 2023).
ESTUDO DE CASOS E COMPARACAO DE LEGISLACOES
E fundamental analisar casos nacionais e internacionais e comparar modelos de
regulamentacao da responsabilidade civil dos provedores de internet e dos contetdos gerados por
terceiros, especialmente diante dos avancos da inteligéncia artificial. No Brasil, destaca-se o
julgamento do REsp n° 1.642.997/RJ, em que o STJ reafirmou a responsabilidade subjetiva dos
provedores quando, cientes da violacao, deixam de remover o conteldo ilicito (STJ, 2017). Esse
entendimento foi consolidado pelo art. 19 do Marco Civil da Internet (Lei 12.965/2014). Como
explicam DONEDA e ROSSINI (2015):
“O proposito maior do Marco Civil da Internet foi
justamente instituir um regime de responsabilidade
mitigada para os provedores, evitando a censura prévia e
preservando a liberdade de expressao, ao mesmo tempo
em que garante mecanismos eficazes para a protecao da
honra, da imagem e de outros direitos de personalidade.
Assim, o provedor sO sera obrigado a retirar contetdo
apos ordem judicial especifica, o que demonstra a
preocupacao em manter o ambiente digital livre e

plural.”
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Outro caso nacional relevante é a Acao Civil Publica do MP-SP contra o YouTube, na qual

se alegou que a plataforma deveria responder por nao impedir a circulacao de conteldos que
violavam direitos de criancas e adolescentes. O Ministério PUblico sustentou que as plataformas
tém responsabilidade social e juridica na protecdo de vulneraveis. Contudo, a sentenca concluiu
que nao se pode exigir controle absoluto e automatico diante do volume massivo de publicacoes,
entendimento reiterado pelo STJ (2017) e pelo TJDFT (2025). Reconheceu-se, porém, o dever de
implementar mecanismos de moderacao reativa, com remocao rapida e eficaz apos notificacao
(STJ, 2017; TJDFT, 2025).

No cenario internacional, destaca-se o caso Delfi AS v. Estonia (2015), julgado pelo TEDH,
que discutiu a responsabilidade por comentarios ofensivos publicados anonimamente em um portal
de noticias. O Tribunal entendeu que a empresa poderia ser responsabilizada mesmo apos remover
0s comentarios, pois, em certas situaces, a protecao a dignidade humana prevalece sobre a
liberdade de expressao irrestrita. A decisao influenciou a Diretiva Europeia 2019/790, que ampliou
os deveres de plataformas de compartilhamento, impondo medidas preventivas e regras sobre
responsabilidade por conteudo ilicito (GLOBAL FREEDOM OF EXPRESSION, 2015; EUROPEAN UNION,
2019). Nos Estados Unidos, destaca-se Gonzalez v. Google LLC (2023), que discutiu se o Google
poderia ser responsabilizado por danos decorrentes da recomendacao automatica de videos pelo
algoritmo. O debate envolve a Secao 230 do Communications Decency Act, que garante imunidade
aos provedores ao impedir que sejam tratados como editores do conteldo de terceiros (CDA §
230(c)(1)). A decisao tem forte impacto, pois apresenta dois caminhos: manter a imunidade e
preservar a liberdade de expressao, ou restringi-la, impondo novas obrigacoes as plataformas
(GLOBAL FREEDOM OF EXPRESSION, 2023; CORNELL LAW SCHOOL, 2025). Como afirma BALKIN
(2018), “o modelo norte-americano de imunidade amplia a inovacao e a liberdade de expressao,
mas sacrifica, em alguma medida, a efetividade da protecao a direitos individuais afetados por
conteldos nocivos”. Diante do exposto, ao comparar os modelos citados e os casos apresentados,
de acordo com DE GREGORIO (2023), evidencia-se um esforco de equilibrio entre inovacao e
protecao dos direitos fundamentais.

No modelo brasileiro, adota-se um sistema intermediario, geralmente visto de forma
positiva por proteger a inovacao tecnolodgica e evitar a censura prévia. Contudo, recebe criticas
por sua efetividade limitada, ja que a remocao de conteldos depende da atuacao do Judiciario,
conforme reconhecem a doutrina (DONEDA; ROSSINI, 2015) e a jurisprudéncia do STJ (2017). O
modelo europeu, por sua vez, é mais rigoroso e eficiente na protecao das vitimas e na garantia
dos direitos fundamentais. Entretanto, pode atuar de forma excessivamente moderadora,
permitindo a remocao automatica de conteldos legitimos e impondo restricées a liberdade de
expressao, direito fundamental constitucionalmente assegurado (EUROPEAN UNION, 2019). Ja o

modelo norte-americano baseia-se em forte imunidade e no incentivo a inovacao (STROPPA et al.,
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2022). Isso favorece o crescimento das plataformas e a livre circulacao de informacdes, permitindo

maior experimentacao sem riscos excessivos de responsabilizacao. Por outro lado, é criticado pela
baixa eficacia na protecao dos usuarios contra contetdos nocivos, como aponta Balkin (2018). No
contexto brasileiro, Stroppa et al. (2022) também destacam suas limitacoes diante de danos
amplificados por algoritmos. Em consonancia com essas analises, conclui De Gregorio (2023):
“Nenhum modelo é isento de falhas, sendo necessaria
uma abordagem regulatoria equilibrada, que leve em
conta ndo apenas a eficiéncia econdmica e a inovacao,
mas também os imperativos de dignidade, seguranca

e protecao aos direitos fundamentais.”

Ou seja, ndo had modelo perfeito ou isento de falhas. E preciso buscar inovacdo com
liberdade, sem comprometer a seguranca juridica e a protecao de direitos. Embora adequado para
evitar censura prévia, o modelo brasileiro ainda demanda aperfeicoamentos frente ao rapido
avanco tecnologico, especialmente das inteligéncias artificiais (DE OLIVEIRA; HAGE, 2025). Assim,
torna-se indispensavel o progresso legislativo e jurisprudencial, além do fortalecimento das
politicas internas das plataformas, para que se alcance compatibilidade real com os desafios da
sociedade digital contemporanea (STF, 2025).

CONCLUSAO

O trabalho foi desenvolvido com base na analise comparativa dos modelos de
responsabilidade civil dos provedores de internet no Brasil e no plano internacional, além dos
varios aspectos relacionados a producao de conteldos por sistemas de inteligéncia artificial. Para
isso, utilizou-se a legislacao brasileira, como o Marco Civil da Internet (Lei n® 12.965/14) e a Lei
de Direitos Autorais (LDA), bem como documentos internacionais, casos paradigmaticos e material
doutrinario mediante consulta bibliografica.

A principio, se abordou a problematica da autoria e titularidade de direitos autorais em
criacoes realizadas por inteligéncia artificial, analisando as posicoes juridicas predominantes que
condicionam a protecao autoral a autoria humana. Além disso, foram expostas as controvérsias
envolvendo o uso de obras protegidas no treinamento de sistemas de IA, com destaque para o
conceito de data mining e as distintas regulacoes aplicaveis.

Em seguida, o presente estudo buscou evidenciar as diferencas entre os modelos brasileiro,
europeu e norte-americano quanto a responsabilidade dos provedores de internet, constatando-se
que cada sistema apresenta vantagens e limitacoes, especialmente no equilibrio entre liberdade
de expressao, inovacao e protecao de direitos fundamentais.

Por fim, verifica-se ainda, que o objetivo foi atendido, pois a pesquisa foi capaz de

demonstrar que, embora nao exista um modelo de responsabilidade perfeito ou universalmente
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aplicavel, ha uma necessidade crescente de evolucao legislativa e jurisprudencial, tanto para

garantir seguranca juridica quanto para equilibrar inovacao tecnologica e protecao dos direitos
fundamentais no ambiente digital, seja para os usuarios ou provedores de internet.
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